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Abstract—Analog topology synthesis is one of the major challenges
in analog design automation since the topology of analog circuits has a
large design space and contains a lot of human expertise. Traditional
methods suffer in generating high-quality topology due to the diversity
of topologies and the lack of ability to understand human experience.
Therefore, LLM has been adopted in recent studies to generate such
topologies. However, most of the existing work utilizes ideal model-
based generation or ambiguous design requirements, both of which are
not in line with industrial practice and require additional effort. In
this work, we propose AnalogXpert, an LLM-based agent formulating
topology synthesis as subcircuit-level SPICE code generation which is
more practical. AnalogXpert incorporates circuit design expertise by
introducing a proofreading strategy that allows LLMs to incrementally
correct the errors in the initial design. Finally, we construct a high-
quality benchmark validated by both real data (30) and synthetic data
(2k). AnalogXpert achieves 40% and 23% success rates on the synthetic
dataset and real dataset respectively, which is markedly better than those
of GPT-40 (3%,3%) and AnalogCoder (8% ,6%).

Index Terms—Analog Topology Synthesis, Design Expertise, Large
Language Model

[. INTRODUCTION

Analog circuits [1]], [2] form the backbone of many modern
electronic systems, playing a crucial role in processing continuous
signals to achieve a variety of tasks in the devices that permeate our
everyday lives. Analog circuit design usually can be divided into three
stages: (1) Topology synthesis [3]]. Topology synthesis determines
the whole analog circuit topology. This stage will select the basic
devices (e.g. transistors, capacitors, resistors) and give the connection
relationship among these basic devices. (2) Circuit Sizing [4], [5].
The selected basic devices need to be applied with the appropriate
parameters to maximize the circuit performance for a given topology.
(3) Layout synthesis [6]—[9]]. This stage performs the placement and
routing for an analog circuit to generate the final layout.

Topology synthesis is the foundation of the entire circuit design
and determines the performance of the circuit. Topology design of
analog circuits heavily relies on designers’ expertise and experience,
which largely determines the circuit performance after tape-out. As
design experts require long training periods and are very expensive,
automating topology design becomes urgently desired to push cutting-
edge analog circuits. Some research has emerged and focused on
the automation of it as depicted in Table [} Before the introduc-
tion of LLMs, some research has already attempted to automate
analog topology synthesis with versatile Al methods. For example,
RLATS [3] leverages reinforcement learning (RL) to build up the
analog circuit step by step. CKTGNN [10]] builds up a synthetic
dataset of ideal models to train a graph neural network that achieves
a decent performance. Ideal models usually replace the combination
of several transistors with a single transconductance. For example, a
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Fig. 1: AnalogXpert formulation of the topology synthesis task.

five-transistor OTA can be represented by a single transconductance.
These methods lack the ability to understand human experience and
struggle to effectively generate reasonable analog circuit topologies.

With the emergence and continuous improvement of large language
model (LLM) technology [11f, [12], some research leverages the
LLM to generate the analog topology. LADAC [13|] and AnalogCoder
[[14] leverage prompting to enhance the analog design ability of LLM,
respectively. LaMAGIC [15]] builds up a synthetic dataset to support
the SFT of LLM, but its design tasks are focused on the power
converters which are very different from conventional analog circuits
such as OTA, LDO, and so on. Although these studies make valuable
exploration, there is still a gap between the scenario they focused on
and the practical application scenarios due to the following reasons:
(1) The design requirements are very ambiguous; (2) The gap between
ideal models and a real analog circuit is huge; (3) The benchmarks
in previous work contain either very few real cases or only synthetic
cases.

In this work, we introduce AnalogXpert, designed to address more
practical analog topology synthesis problems while utilizing circuit
design expertise for better performance. As shown in Figure
AnalogXpert takes detailed design requirements of structure as input
and outputs a real circuit topology design in subcircuit-level SPICE
code format (rather than ideal models), which is a conditional gen-
eration task. Based on the above formulation, AnalogXpert presents
an LLM-based agent for topology synthesis by incorporating circuit
design expertise into LLMs. First, a well-designed subcircuit library
is proposed to reduce the design space and improve the generation
success rate. Second, the design task decomposition is performed
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TABLE I: Comparison of AnalogXpert and related works.

Method Design Space Benchmark  Use Refinement
Reduction Method' Type LLM Method

CKTGNN [10 Ideal Model synthetic X -

RLATS [3 Subcircuit Library real X

LADAC [13] - real v -

LaMAGIC [15 Ideal Model synthetic v -

Artisan [16] Ideal Model real v -

AnalogCoder |14 - real v simulation feedback

R real & human expertise
AnalogXpert ‘ Subcircuit Library synthetic v based proofreading

"Method to simplify the analog circuits design task.

to make the design more logical and easy to check for errors.
AnalogXpert leverages the Chain-of-Thought (CoT) to prompt LLMs
to generate topology step by step. Third, AnalogXpert proposes a
proofreading strategy to check the generated analog topologies and
give revision messages back to LLMs for iterative refinement.

Since the task formulation of AnalogXpert is very different from
previous works, we construct a new benchmark including both real
cases (30) and synthetic cases (2k). Each case includes some specific
design requirements that the generation task should honor. Previous
studies only have one type of data, either real data or synthetic
data. Meanwhile, the number of real data is very limited (<5),
except for the AnalogCoder [14] (24). Validated on the proposed
benchmark, AnalogXpert achieves 40% and 23% success rates in the
synthetic dataset and real dataset respectively, which is much better
than the GPT-40 (3% in the synthetic dataset, 3% in the real dataset)
and AnalogCoder [[14] (8% in the synthetic dataset, 6% in the real
dataset). The experimental results demonstrate the effectiveness and
robustness of the AnalogXpert.

The main contributions of this paper can be summarized as
follows:

o We focus on a more practical topological synthesis problem
with detailed inputs which is a conditional generation task. We
formulate it as a subcircuit-level SPICE code generation problem
by introducing a design space reduction method based on an
extensible subcircuit library.

o We propose a CoT-based LLM agent to imitate the human design
process, decomposing topology synthesis tasks into subcircuit
block selection and connection graph construction.

« We propose a proofreading strategy based on the human ex-
perience, which makes LLMs revise the generated topology
iteratively, to further improve the design ability of LLM agents.
With several rounds of self-refinement, LLM agents can avoid
some basic mistakes and improve the design success rate.

o We also propose a holistic benchmark to completely validate the
design ability of AnalogXpert. The proposed benchmark consists
of 30 real-world analog design tasks and 2k synthetic data.

II. PRELIMINARIES
A. Analog Topology Synthesis Automation

Analog topology synthesis is the most challenging step in the
analog design flow and thus has attracted extensive research inter-
est. Before the introduction of LLMs, some research has already
attempted to automate analog topology synthesis with versatile Al
methods. For example, RLATS [3]] leverages reinforcement learning
(RL) to build up the analog circuit step by step. RLATS establishes
a subcircuit library to simplify the topology synthesis problem so
that the RL agent is able to handle it. However, the design diversity
of analog circuits makes it difficult to transfer RL agents between
different circuit types. CKTGNN [10] builds up a 10k dataset to

train a graph neural network which achieves an impressive perfor-
mance. The drawback is that CKTGNN leverages ideal models to
reduce the design space. Ideal models can not represent the entire
legalized design space and can not be directly converted to the final
topology. With the introduction of LLM, more research works on the
automation of topology synthesis have emerged. LADAC [13] and
Artisan [[16] leverage prompting and supervised fine-tuning (SFT)
to enhance the analog design ability of LLM, respectively. However,
they only validate the proposed framework on a few (<5) real analog
cases. This is not enough to demonstrate that LLM has adequate
analog circuit design capabilities. LaMAGIC [15] build up a 120k
synthetic dataset to support the SFT of LLM, but its design tasks
are simpler than the actual analog design tasks. LaMAGIC actually
focuses on a kind of radio frequency circuit with limited basic devices
(£ 6) including a capacitor (2 terminals), inductor (2 terminals),
and switch (2 terminals). Analog usually is made up of tens of
basic devices (0~50), such as transistors (4 terminals), capacitors (2
terminals), and resistors (2 terminals). AnalogCoder [[14] leverages
a prompt-based LLM to generate the analog topology and validate
the framework on some real data. The disadvantage is that user
requirements are very ambiguous and can be handled directly by
existing LLM agents in most cases. In real-world scenarios, designers
would like to give more detailed design conditions. Therefore, we
propose AnalogXpert to process concrete conditions and validate the
framework on both real data and synthetic data which is a more
comprehensive demonstration of LLM’s analog design capabilities.

B. Large Language Models

Large language models with pre-trained parameters such as GPT,
LLaMa [17], Claude, have demonstrated terrific ability in versatile
tasks. Recent research on prompting has further enhanced the LLM
ability. For example, CoT [11] is a technique that encourages lan-
guage models to generate intermediate reasoning steps in a step-by-
step manner, rather than directly providing the final answer. This
method improves the model’s ability to solve complex tasks by
making its reasoning process more transparent and structured. Some
other researches focus on In-context learning [[18] which involves
giving a language model examples of tasks or instructions within
the same prompt to improve the final performance. In addition
to pre-generation promptings, post-generation feedback is equally
important. Some feedback techniques such as self-reflection [[19]], can
also improve the LLM performance. These techniques provide the
foundation for constructing agents with practical functions, such as
gene-editing [20], math [21], and chip designs [22]. Based on these
techniques, we incorporate the circuit design expertise into LLMs,
which allows LLM to really deal with analog topology synthesis
problem.

III. ANALOGXPERT FRAMEWORK

In this section, we elaborate on the detailed methods of AnalogX-
pert (as Figure [2] shows), an efficient training-free analog design
agent incorporating human design expertise. AnalogXpert introduces
a brand new task formulation of conditional analog topology synthesis
which can demonstrate the design ability of LLM agents (Sec-
tion [l-A). Leveraging a well-designed subcircuit library, AnalogX-
pert constructs a novel and effective analog circuit representation
which greatly helps LLM agents design analog circuits concisely
(Section [[II-B). A domain-specific prompting design flow based on
CoT is proposed and further enhanced by the in-context learning
(Section [[TI-C). Although the methods mentioned above can improve
the design capability of LLM agents, the single-round generation
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Fig. 2: Overview of AnalogXpert framework.

mode still struggles to handle complex tasks. Therefore, AnalogXpert
further introduces human experience-based proofreading to help LLM
agents gradually correct the mistakes and finally generate the correct
topology in several rounds (Section [II-D). With the cooperation
of these techniques, AnalogXpert has a decent performance in the
conditional analog topology synthesis tasks.

The overview of the AnalogXpert framework is shown in Figure |Zl
AnalogXpert takes versatile design requirements of analog circuit
structures as input, such as stage number, input signal type, feedback
type, and so on. AnalogXpert performs the topology synthesis based
on given subcircuit blocks that are in SPICE code format for easy use
by LLM agents. The proposed CoT first selects the subcircuit blocks
and then determines block connection relationships. Meanwhile, a
corresponding design example is provided for the in-context learning.
After obtaining the initial results, the circuit design will be verified by
a proofreading checker in terms of block types and block connections.
If there is an error in the circuit design then a revised message will be
generated by the checker. The revised message as well as the previous
generation history are given to the LLM agents and the next result
will be generated.

A. Problem Formulation

Previous analog topology synthesis usually formulates the ana-
log topology synthesis problem as Equation |I| shows. Users give
the required circuit type Ckt, and a series of required design
specifications 22]:1 Spec,,. For example, the bandwidth and phase
margin are two typical specifications of an amplifier. The automatic
tool is performed as the function F{} and generates the final
analog circuits. A typical analog circuit topology consists of the
selected devices {D;} and the connection relationship between them
{Zgil N;(D;,Ti)n}, where Ty denotes the k terminal of the
devices. However, there are two disadvantages of this formulation:
(1)The input condition (25:1 Specy,) is ambiguous. A series of
required design specifications can be satisfied with many different
topologies. At the same time, one topology may also satisfy dif-
ferent specifications. Therefore, using design specifications as input
conditions is too ambiguous for a generation task. (2)The input

condition (22]:1 Specy,) includes complex mathematical calcu-
lations. The relationship between the analog topology and design
specifications is often described by some complex mathematical
equations which is difficult and inappropriate for LLM agents to deal
with.

N N
{Di}7{ZNj(Di,Tk)n} =F{C'kt,ZSpecn} (1)
n=1 n=1

To this end, we propose a brand new formulation of analog
topology synthesis as Equation [2] shows. The difference lies in
the input conditions. AnalogXpert leverages some structure require-
ments Zivzl Struc, to instead the specifications ZnNzlSpecn‘
Structure requirements directly describe the characteristics of the
analog topology which are more concrete than the specifications.
Meanwhile, structure requirements have successfully separated the
complex mathematical calculations from the generation tasks. Such
formulation turns the analog topology synthesis problem into a pure
sequence-to-sequence problem which is more appropriate for LLM
agents.

(D} A Nj(Di, T)n} = F{Ckt,>_ Struc,} ()

n=1 n=1

B. Analog Circuit Representation

The conventional SPICE code is built up from devices, such an
approach leads to a flexible but complex generation task which is
hard for LLM agents to deal with. In the real analog design process,
the analog designers often use the subcircuits instead of the devices.
Inspired by this, we propose a novel subcircuit-level SPICE code
representation that is built up from subcircuits. For example (as
Figure E| shows), devices MMO-2 belong to the same subcircuit XI0
and thus can be simplified to one line. The details of our subcircuit
library are shown at the bottom of Figure 3] including one-signal
path blocks, two-signal path blocks, capacitors, and resistors. It is
important to note that the subcircuit library is summarized from
analog design experience and can be extended easily. To summarize
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Fig. 3: Details of subcircuit library and subcircuit-level SPICE code representation for analog topology.

a high-quality subcircuit library, we basically refer to subcircuit
libraries from related studies in electronic design automation
(EDA) fields. Moreover, we refer to some analog circuit design
books to make minor modifications to the subcircuit library
aiming to be more practical.

C. Design Task Decomposition

AnalogXpert mainly leverages CoT and in-context learning. The
CoT has two major steps: (1) Block Selection. Based on the
previous subcircuit library, the analog topology synthesis task can
be performed like the human design process. In this step, LLM
agents select the appropriate subcircuits from the library according
to the design requirements. (2) Block Connection. With the selected
subcircuits, LLM agents then determine the connection relationships
and generate the final analog topology. For in-context learning,
AnalogXpert selects some design task examples as prompts. Each
example contains the design requirements and the corresponding
analog topology. The principle of selection is the similarity of design
requirements. For a given design requirement, AnalogXpert will give
the most similar design task as an example. With the CoT and in-
context learning, the basic generation functions can be achieved.

D. Human experience-based proofreading

During the generation of analog circuit topology, we expect the
LLM agent to follow some design rules. A straightforward idea is
that we summarize these rules as text and then use them as prompts.
However, when dealing with a series of rules, the prompt gets longer
and longer, and it becomes difficult for an LLM agent to fully
understand these rules and follow them strictly. Therefore, we propose
human experience-based proofreading to get LLM agents out of this
dilemma. The basic idea of proofreading is depicted in Figure [F]
In practice, the initial netlist does not provide enough information
for the rule-based checker. These netlists are automatically annotated
with the terminal types including current output (I/O), current input
(I/T), and voltage (V). In this way, the previous subcircuit library
can be summarized into 10 types, making the error-checking process
simpler (shown as the right-top part of Figure[d). After the annotation,
a proofreading checker will detect the corresponding errors, which are
mainly categorized into block selection errors and block connection
errors. For the accuracy of checking, the proofreading checker is
implemented with deterministic programs rather than LLM agents.
The detected errors as well as the violated rules make up the final
revised message. The LLM agents take the revised message to

generate the refined analog topology. AnalogXpert will repeat this
process until the design meets the design requirements or reaches
the maximum iterations. It is worth noting that not only the current
refinement tips are provided, but also the generation and refinement
history to avoid making similar mistakes as much as possible.

IV. EXPERIMENTS

Baseline. We compare AnalogXpert (based on GPT-40) with pure
GPT-3.5, and GPT-40, which are advanced models with strong code
generation ability and rich cross-disciplinary knowledge. The GPT-
3.5 and GPT-40 prompts contain only basic task descriptions and
do not contain any CoT descriptions or subcircuit library informa-
tion. We also make some adaptation adjustments to allow Analog-
coder [I4] to compare with AnalogXpert. For other work related
to topology synthesis, as they handle different problems with us, the
comparison with them is infeasible and thus is excluded. Specifically,
AnalogXpert tackles concrete structure design requirements while
most related work explores ambiguous design specifications [3],
(101, (T3], (T3], [T6]. Besides, AnalogXpert directly works on real-
world device-level models while the related work focuses on ideal
model [I0], [I5]], [I6]. Therefore, we make the comparison with
AnalogCoder [14], pure GPT-3.5, and GPT-4o.

Benchmark. We construct two benchmarks for the final evaluation,
including a real data benchmark and a synthetic data benchmark.
The real data benchmark is collected from a commercial tool named
AnalogDesignToolbox [24]. We select the most representative 30
analog topologies as the real data benchmark. The synthetic data
benchmark is built by a random generation Python code leveraging
the subcircuit library. Each synthetic data consists of four parts, the
stage number, the input blocks, other given blocks, and the maximum
number of blocks. The task of generation on synthetic data is selecting
some subcircuit blocks based on the input blocks and other given
blocks to form the final circuit design. The total number of used
blocks should be less than the maximum number of blocks. The
stage is set from one to three, the input blocks and other blocks
are randomly selected from the proposed subcircuit library, and the
maximum number of blocks is randomly selected from a range related
to the stage number(e.g. for one stage the range is 2-5). Finally,
we generate 2k synthetic data with totally different structure design
requirements.

Metrics. The metric of AnalogXpert is whether the LLM agent
can generate the correct analog topology for the given design re-
quirements in one trial. For real data, the correctness can only be



Netlist Annotation

Initial Netlist

***Netlist Block Start***

Block Categorization
& Terminal Annotation

ninvv /O 1/loVV

I 1Nn1/o 1o

.SUBCKT A10019 Vip Vin Vout Vcascn Vcascp

5

Vbiasn Vbiasp Vemfb VDD GND

Annotated Netlist

. . . e 1 1/1'1/10 Al
* Differential Pair NMOS:
X10 CascodeN_Source GND Vbiasn Vin Vip 0 Cascod_eN_So_urce(I/!) I In —||/| I_I/O v 1A
GND / DifferentialPairN GND(I/I)AVblasn lV|n(\() Vip(V)

~=1.l_|GND/DifferentialPairN I/0 110

* Folded Cascode NMOS stage: (X X
XI1 CascodeP_Source CascodeN_Source L | | )
Vcascn GND / CascodeStageN v

* Folded Cascode PMOS stage:
XI2 CurrentMirror_Load VDD Vcascp
CascodeP_Source / CascodeStageP

* Load and Single-Ended Output using PMOS
Current Mirror:
XI13 Vout CurrentMirror_Load VDD /

1.Block Type Check:

Experience Rulel: NMOS Differential pair can not be paired with a NMOS type Current mirror
Experience Rule2: Differential input needs a differential input satge block, ...

2.Block Connection Check:

Experience Rulel: The input current terminal (/1) needs to be connected to (I/O) or power
\_Experience Rule2: The output current terminal (I/O) needs to be connected to (I/1) or ground, ...

Proofreading Checker

CurrentMirrorP

P
.ENDS
***Netlist Block End***

1.Block Type have the following errors: errorl (violate rulel), error2 (violate rule2), ...
L 2.Block Connection have the following errors:errorl (violate rulel), error2 (violate rule2), ...

—
Revised Message

Fig. 4: Human experience-based proofreading.

TABLE II: Experimental results including comparisons and ablation study (AnalogXpert is based on GPT-40).

TaskId Task1 Task2 Task3 Task4 (one stage | TaskS (two stage | Task6 (three stage Average Real
Method (one stage) (two stage) (three stage) one component) one component) one component) 8 Task
Comparasion
GPT-3.5Turbo 1/10(10%) 0/15(0%) 0/20(0%) 0/20(0%) 0/20(0%) 0/15(0%) 1/100(1%) 1/30(3%)
GPT-40 2/10(20%) 1/15(6%) 0/20(0%) 0/20(0%) 0/20(0%) 0/15(0%) 3/100(3%) 1/30(3%)
AnalogCoder [14] 3/10(30%) 2/15(13%) 0/20(0%) 2/20(10%) 1/20(5%) 0/15(0%) 8/100(8%) 2/30(6%)
GPT-3.5Turbo+Ours 5/20025%) | 41/125(33%) | 156/625(25%) 60/150(40%) 234/750(31%) 66/330(20%) 562/2000(28%) | 0/30(0%)
AnalogXpert (10R) | 16/20(80%) | 53/125(42%) | 221/625(35%) 86/150(57 %) 327/750(44 %) 98/330(30%) 801/2000(40%) | 7/30(23%)
Ablation Study
WoT CoT&lIn context | 7/20(35%) 31/125(25%) | 162/625(26%) 68/150(45%) 266/750(35%) 95/330(29%) 629/2000(31%) -
WoT Proofreading 4/20(20%) 6/125(5%) 29/625(5%) 31/150(21%) 64/750(9%) 15/330(5%) 149/2000(7 %) -
AnalogXpert (1R) 7/20(35%) 10/125(8%) 48/625(8%) 32/150(21%) 110/750(15%) 19/330(6%) 226/2000(11%) -
AnalogXpert (5R) 15/20(75%) | 39/125(31%) | 122/625(19%) 66/150(44%) 224/750(30%) 54/330(16%) 520/2000(26%) -

determined if all blocks and connections exactly match the design
requirements. Such strict correctness requires humans to check the
analog topology results directly. For synthetic data, the block selec-
tion and connection have some basic rules to follow. If a generated
circuit topology does not violate these rules, it will be determined as
correct. Such correctness can be checked by an automatic program.
Tested on a certain number of cases, the correct ratio can be obtained.
The correct ratio can directly reflect the ability of the LLM agent to
generate the required analog topology.

Main Results. In the main experiment (as Table |lI| shows), each
method conducts seven different tasks including six tasks on synthetic
data and one task on the real data. The design requirements of
Task 1-3 have different input stage numbers (1-3) without any given
blocks. The design requirements of Task 4-6 have different input
stage numbers (1-3) with an extra given block. The pure GPT-
3.5 Turbo, GPT-40, and AnalogCoder [14] are only tested on one
hundred synthetic data because the automatic check program can
not be performed without the subcircuit library-based representation.
Thus, the results are checked by humans. On synthetic data Pure
GPT-40 and pure GPT-3.5 Turbo can only achieve a correct ratio
of 3% and 1%, respectively. AnalogCoder [14] achieves 8% and
6% on synthetic data and real data, respectively, which is much
lower than AnalogXpert 40% and 23%. Such experimental results
demonstrate the importance of the proposed subcircuit library-based
representation method. We can also observe that AnalogXpert(40%)

outperforms GPT-3.5Turbo+Ours(28%) on synthetic data. This result
indicates that the proposed framework needs models with sufficient
comprehension to generate the topology more accurately. On real
data, only AnalogXpert achieves a 23% correct ratio, other methods
have near-zero correct ratios. The failure of GPT-3.5Turbo+Ours on
real data is due to poor model comprehension and a significant
increase in task difficulty. The experimental results on both bench-
marks demonstrate the effectiveness of the proposed AnalogXpert
in dealing with complex connection relationships and real-world
topology synthesis problems.

Ablation Study. Ablation experiments are not performed on the
real task because the limited number of real tasks can not reflect
statistical trends. We perform the ablation study on each component
of AnalogXpert except for the subcircuit library-based representation.
Subcircuit library-based representation is the foundation of CoT and
proofreading and the framework will become pure GPT-40 without it.
The experimental results indicate that CoT & In-context learning has
less impact on performance compared to the proofreading strategy.
We also conduct the experiments with different proofreading rounds
including one round, five rounds, and ten rounds. We use ten-
round proofreading in the proposed AnalogXpert. The experimental
results are also consistent with the intuition that the correct ratio
increases as the number of proofreading rounds increases, proving
the effectiveness of this strategy.

Visulization. Three visualized results of the real data are shown in



Real Case 1

Design Requirement
Stage Numbers: 1
Compensation: None
FeadBack: {Type: None, FB Network: None}
InputSignall: Differential
OutputSignall: Single-Ended
Input Typel: NMOS
Topologyl: Common Source
Load1: Simple Mirror
TailBias1: Ground

Stage Numbers: 1
Compensation: None

Input Typel: NMOS

Topology1: Telescopic
Load1: Wide-Swing Mirror
TailBias1: Simple Mirror

Real Case 2
Design Requirement
FeadBack: {Type: None, FB Network: None}

InputSignall: Differential
OutputSignall: Differential

Real Case 3

Design Requirement
Stage Numbers: 2
Compensation: Miller

FeadBack: {Type: None InputSignal2:
, FB Network: None} Single-Ended
InputSignal1: Differential OutputSignal2:

OutputSignall: Single-Ended Single-Ended

Input Typel: Nmos Input Type2: Pmos
Topology1: Telescopic Topology2: CS
Load1: Wide-Swing Morror ~ L0ad2: Simple Mirror
TailBias1: Simple Mirror TailBias2: Grounded
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Fig. 5: Three real cases with successful circuit diagrams and failed circuit diagrams.

Figure 5] Each case shows the failed circuit design in the generation
process and is then corrected by AnalogXpert during the proofreading
step. The failure reason in case 1 is the connection error due to the
floating current input and output terminal, which is not allowed. In
real case 2, the AnalogXpert makes a mistake in the selection of
subcircuits. The cascode stage should be N-type, but AnalogXpert
first selects the P-type. Real case 3 is a two-stage amplifier, the
AnalogXpert connects the input of the second stage to the input of
the first stage, which destroys the structure of the two stages.

V. CONCLUSION

In this work, we propose AnalogXpert, a powerful analog topology
synthesis tool based on training-free LLMs. AnalogXpert leverages
the subcircuit-based circuit representation, CoT&in-context learning,
and human experience-based proofreading to imitate the human de-
sign process and improve the design accuracy. AnalogXpert achieves
40% and 23% success rates on the synthetic and real datasets,
respectively, which is better than those of AnalogCoder (8%,6%).
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